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Abstract

Within a population of shelled peanuts,
aflatoxin may be concentrated in less than 0.5%
of the peanuts. Those peanuts containing
aflatoxin might have conecentrations up to
1,000,000 pg of aflatoxin per kilogram of pea-
nuts. Because of the distribution pattern, sample
means vary widely, and the true average level
of aflatoxin in the population is difficult to
estimate. The objective of this study was to
determine the effect of sample size, N, on sam-
pling accuracy. The negative binomial distri-
bution was used to simulate the actual distri-
bution of aflatoxin since it allowed for a high
probability of zero counts along with small
probabilities of large counts. Using both the
Monte Carlo technique and a direct computation
method, the effect of sample size on sampling
accuracy was quantitatively deseribed.

Infroduction

Aflatoxin, a toxic material produced by the fungus
Aspergillus flavus, has become a problem in the pea-
nut industry since its discovery in 1960 (1). The
average level of aflatoxin in a lot of peanuts is
presently estimated by analyzing a sample drawn
from the lot. It is important that the average level
of aflatoxin in a population of peanuts be accurately
determined. Because of the wide range in aflatoxin
content among individual kernels in samples of con-
taminated peanuts, representative sampling is diffi-
cult, and variation among replicates tends to be
great (2).

The objective of this study was to determine the
effects of sample size, N, upon sampling accuracy.
The problem was approached by two methods: model
simulation, using the Monte Carlo technique, and

direct computation of a specified distribution. In
both methods, the digital computer was used
extensively.

Experimental Procedures
Simulation

To simulate the sampling of a population of
peanuts, two requirements must be satisfled: a speei-
fied distribution must be selected which matches as
closely as possible the probable distribution of afla-
toxin in the population, and the method of sampling
from the specified distribution must be defined.

The distribution of aflatoxin in shelled peanuts
has been deseribed only in general terms. Cucullu
et al. (2) indicated that aflatoxin contaminates a
small percentage, 5% or less, of the peanuts. On
those peanuts which have aflatoxin, however, the
level of contamination on a single kernel may reach
levels of 1,000,000 ug, or more, of aflatoxin per
kilogram. Whitten (3), working with cotton seed,
found results similar to those described by Cucullu
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et al. The negative binomial distribution is a discrete
distribution which can mateh these characteristics.
High probabilities of zero counts can be matched
with low probabilities of very large counts. This
distribution has, in fact, been used successfully in
studies of incidence of contagious diseases (4). Since
aflatoxin contamination results from the infection
of a population of peanuts by Aspergillus flavus,
the use of this distribution seems reasonable.

The negative binomial probability function may be
written as in equation 1.

f(x)= (T (x+k)/(x!T (k) (&/(M+k))* (M/(M+k))k [1]

for x =0, 1, 2, . .., where x is the quantity of
aflatoxin per peanut, M is the average quantity of
aflatoxin, and k is a shape parameter which is related
to the degree of contagion d by the relation k = M/d.
The degree of contagion d represents the degree of
dependence of the level of contamination on one
peanut to the contamination on an adjacent peanut.

Polya (5) developed a generalized model for con-
tagious events and showed that, for the case of rare
events and positive contagion {(d > o), the negative
binomial funetion [1] was the appropriate distribu-
tion. For rare events with no contagion (d =0), the
Poisson distribution is obtained.

t (x) = ((M)x/x]) (e)™.

For more common events with positive contagion
(d > o), the gamma distribution is obtained.
f(x) = (1/T(k)) (kx/M)*-1 (e)* /™

The unit of measurement for aflatoxin was set as
0.001 pg to facilitate conversion to micrograms of
aflatoxin per kilogram of peanuts (ug/kg), which is
the conventional method of stating aflatoxin con-
0.001 pg to facilitate conversion to micrograms of
obtaining exactly x units of aflatoxin. The cumulative
distribution function is defined as

F(x) = §()f<r> =3 @ +R/EITE)) &/ (M4k))k
r= r—=
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PROBABILITY OF OBTAINING X OR LESS

where r is a dummy variable for x and takes the
same units as x. Equation 2 gives the probability of
obtaining x or less aflatoxin. The per cent of non-
contaminated peanuts can be determined by setting
x = 0 in 1. Therefore,

F (o) =1 (o) = (k/(M+k))¥ [3]

By specifying M and either ¥ (0) or k, the negative
binomial distribution is completely described. Two
examples of the cumulative distribution, as deseribed
by Equation 2, for M = 30 units with F(o) = 95%
and M = 120 units with F (o) = 95% are illustrated
in Figure 1. The shape of the distribution changes
according to the values of M and F(0). For fixed
F(0), an increase in M increases the probability of
very large amounts. For fixed M, an inerease in
F(0) has a similar effect.

Equation 2, along with the Monte Carlo technique,
may be used to simulate actual sampling of a popula-
tion of peanuts. The sampling procedure is analogous
to drawing a peanut at random from the population
and determining the amount of aflatoxin on the
peanut. It is assumed that if sufficient peanuts were
examined, the aflatoxin amounts would be distributed
according to the negative binomial distribution with
fixed values of M and F(0). This procedure can
therefore be simulated by selecting random numbers
which are distributed according to the negative bi-
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nomial distribution with specified M and F(0), each
value thus determined is assumed to be a correspond-
ing amount of aflatoxin on an imaginary peanut.

The actual procedure for obtaining random num-
bers requires generation of random numbers uni-
formly distributed between 0 and 1. Any such num-
ber substituted in Equation 2 for F(x), allows
solution for x which is the simulated amount.

If a simple random sample of N peanuts is to be
simulated, then N random numbers are generated
with N values of aflatoxin xj, Xs, . . . , Xy being cal-
culated. The digital computer was used to generate
the random numbers and solve Equation 2 for x.

Onece a sample of size N was drawn, the sample
mean of aflatoxin was calculated. Since the sample
means are themselves distributed about the mean of
the distribution M, numerous samples of size N must
be taken. The sample means x from the Monte Carlo
method should be normally distributed for sufficiently
large sample sizes, and this seemed to be true for the
largest values of N. However, for smaller values of
N, the normal approximation was unsatisfactory. A
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more complete deseription of Monte Carlo Simulation
using the digital computer as a tool is described by
Naylor et al. (6).

Direct Computation

The Monte Carlo approach is very valuable when
the distribution of the sample means cannot be cal-
culated directly. Results will be more accurate, how-
ever, if the exact distribution of the sample means is
available. For the negative binomial distribution, the
exact cumulative distribution of the sum of N
identically distributed values can be caleculated and
is given in Equation 4. This distribution is also
negative binomial. The exact cumulative distribution
of the sample means can then be determined by a
simple scale transformation.

R f
P (NX) = 3 ([(r+ Nk)/(r1 D (Nk))) (Nk/(Nk + NM))¥x
r=
(NM/(Nk + NM) )~ [4]

The cumulative distributions of the sample means
from both the Monte Carlo method and Equation 4
are illustrated in Figure 2. The two distributions,
one containing 25 sample means and the other con-
taining 100 sample means, from the Monte Carlo
method vary about the exact cumulative distribution.
The figure 1llustrates that at least 100 sample means
are required to adequately approximate the exact
distribution.

Procedure

Using Hguation 4, the cumnulative distribution of
the sample means was caleulated for different values
of F(0), M and N. Several cases were studied using
F(0) values of 99.9%, 99.5%, 95.0%, 90.0% and
85.0%, M values of 15, 30, 60, 120, 240, 480 and
960 units and N values of 100, 1,000, 10,000, 50,000
and 100,000 peanuts. Using the exact cumulative
distribution of the sample means, sampling accuracy
was quantitatively described in terms of upper and
lower tolerance limits between which 95% of the
sample means would lie. The upper and lower tol-
erance limits, which are around the true mean of
the population M, were determined by finding the
values of the sample mean corresponding to the cum-
mulative probabilities of 0.975 and 0.025, respectively.

The sample means are an average of the units of
aflatoxin per peanut within the sample. The units
of aflatoxin per peanut were converted into ug/Kg
by dividing the units of aflatoxin by the weight of
the peanut.

#g/kg = (units/peanut) / (g/peanut) [5]

This conversion makes it possible to simulate the
sampling of different varieties of peanuts. Woodruff
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(7) gives the number of peanuts per pound for sev-
eral varieties which can be used to determine the
average weight per peanut in a particular variety.
For convenience, the results of this study are ex-
pressed in pg/kg by assuming an average weight
of 1 g

Results and Discussion

For given F(0) and M values, sampling accuracy
increases as the sample size N increases. Figure 3
illustrates the effect of sample size on sampling
accuracy for F(0) = 99.9% and M = 30 pg/keg.
Samples of 4,500 peanuts (approximately 10 1b)
drawn from the described population would have
means falling between 0 and 144 pg/kg 95% of the
time. However, samples of 90,000 peanuts (ap-
proximately 200 1b) drawn from the same popula-
tion would have means with a 95% chance of lying
between 12 and 57 pg/kg. Increasing the sample size
N to 20,000 peanuts reduces appreciably the upper
tolerance limit. The lower tolerance limit changes

much less since it has a lower bound at x = 0.

The effect of the per cent of non-contaminated
peanuts F'(0) on sampling accuracy is illustrated
in Figure 4. For given M and N values, sampling
accuracy increases as F'(0) decreases. As the fraction
of contaminated peanuts decreases with M and N
constant, the inclusion of contaminated peanuts in
a sample becomes more and more rare thereby causing
greater variation among sample means X.

The effect of the average level of aflatoxin M in the
population on sampling accuracy ig illustrated in
Figure 5, For given F(0) and N values, sampling
accuracy increases as M decreases. The difference
between the upper and lower tolerance limits is given
for several M values.

The ability to quantitatively describe the effect of
sample size on sampling accuracy gives added in-
sight into the problems of sampling shelled peanuts
for aflatoxin. This study provides a foundation from
which an efficient sampling procedure (sample size
and number of samples) can be formulated to deter-
mine if the true average level of aflatoxin M in a
population of shelled peanuts is above or below a
certain critical level.
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